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Introductıon

Natural concentrations of trace elements in water and 
soil change according to the geology, geomorphology, 
climate, and other features of a region. Since the middle 
of the last century, industrialization and exponential-
like population growth have increased the adverse 
effects created by anthropogenic-related compounds and 
residuals that may be found in natural waters with some as 
trace concentrations. Trace elements are found in very low 
levels in an organism’s structure. However, these same 
elements may create toxic conditions in tissue based on 
relatively high concentrations present in the environment. 
Also, regarding some organisms (including ourselves), 
low levels of these elements are relatively higher than 
required nutrient-based levels that may cause serious 
health problems [1].

Trace elements have both positive and negative impacts 
on human health. Although some elements  are considered 
to have only toxic effects, many trace elements provide 
beneficial effects up to certain exposures before exhibiting 
detrimental effects, and in some cases the concentration 
window of beneficial effects is extremely narrow [2].

Human intake of drinking water can serve as a 
significant source of toxic chemicals. Seasonal variations, 
age relationships, and diet and socioeconomic determinants 
also can be factors that determine toxic chemical exposure 
[3, 4].

Groundwater can become contaminated from natu-
ral sources or numerous types of human activities. Na-
tural sources of contamination are dissolved rocks or 
soils. Iron, manganese, arsenic, chlorides, fluorines, sul-
fates, or radionuclides are the main contamination com-
pounds of groundwater. If the groundwater contains unac-
ceptable concentrations of these substances, it should not 
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be used for drinking water or other domestic water uses 
unless it is treated to remove these contaminants [5, 6]. 
We determined trace elements in drinking water (Offa 
Metropolis) samples collected from tap, well, borehole, 
stream, and sachet water that was analyzed using atomic 
absorption spectrophotometry. These concentrations are 
within the permissible limits of the WHO drinking water 
quality guidelines (except some samples above the WHO 
threshold limit and some samples within the limit) [7].

Fluoride concentrations in drinking water are important 
for both bone and tooth health. Optimum concentration of 
fluoride is considered to be 1 mg/l with a maximum of  
1.5 mg/l permitted in regulations [8-9]. Fluoride when 
present as an electronegative ion may create areas of 
high fluoride concentration in the body by connecting to 
calcium in both bones and teeth. Health problems that 
occur at various concentrations are as follows [10]:
 – < 0.5 mg/l tooth sensitivity
 – 0.5-1.5mg/l beneficial for tooth health
 – 1.5-4mg/l dental fluorosis diseases in dental and 

skeleton system
 – 10mg/l fluorosis diseases and breaking bones

Fluorosis has been on the rise since the 1950s and 
is related to high concentrations of fluoride present in 
drinking water or produced during coal-burning, causing 
damage to the human body characterized by a vast array 
of symptoms and pathological changes in addition to the 
well-known effects on the skeleton and teeth. Excessive 
intake of fluoride leading to fluorosis is a slow degenerative 
disorder affecting the structure and function of skeletal 
muscle, the brain, and the spinal cord [11, 12].

High fluoride concentrations are found in subsurface 
waters of India, China, Sri Lanka, Holland, Mexico, 
and in the countries of both North and South America. 
According to a study conducted in India, maximum fluorine 
concentration was measured at approximately 5.2 mg/l in 
62 million people, including 6 million children who have 
suffered from fluorosis due to consumption of water having 
relatively high fluoride concentrations [13, 14].

Some studies have characterized the relationship 
and spatial variability of physio-chemical parameters in 
drinking water using multivariate statistical techniques to 
identify the natural anthropogenic factors controlling the 
distribution of these parameters and to predict levels in 
water [15]. 

Classification of geological areas to endemic-based 
diseases is one of the machine-learning applications. The 
machine-learning task has become very attractive in the 
last decade [16-19]. Here we have applied SVM as a tool to 
provide classification of endemic disease potential areas. 
Recently support vector machines, developed by Vapnik 
[20], have been used for a range of problems including 
pattern recognition [21, 22], bioinformatics [23, 24], and 
text categorization [25, 26]. The use of classification in 
this facet and in medical diagnosis has been gradually 
increasing [27-30]. SVM provides a novel approach for a 
two-variable classification problem [31].

SVMs are supervised learning methods used for 
classification and regression. An SVM will construct 

a separating hyperplane in a space and can be observed 
via display of input data as two sets of vectors in 
n-dimensional space in which one maximizes a margin 
between two data sets. Two parallel hyperplanes are 
created to calculate a margin, and one is on each side of 
the separating hyperplane placed against the two data sets. 
Intuitively, good separation is achieved by a hyperplane 
with the largest distance to neighboring datapoints for 
both classes. Therefore, in general the larger a margin the 
lower the generalization error for the classifier.

SVMs have established themselves as a technique 
useful for variants in a least-squares SVM and have gained 
increased attention in recent times due to computational 
benefits. Although considered high-performance models, 
it is consensual that the applicability of vector machines 
heavily depends on coping with non-trivial machine 
learning problems.  SVM depends on proper selection 
of control parameters as is the case with many different 
models. 

 Materials and Methods

Groundwater samples were obtained from 10 
different regions of Azerbaijan, including 65 towns 
according to the possibility of endemic diseases based 
on climate, geography, soil structure, and water features. 
Measurements were made in 10 different areas of the 
Kuba-Hachmaz and Sheki-Zakatala regions, where 
endemic diseases are recorded (e.g., endemic goiter) as 
well as in the Apsheron Peninsula, which has no recorded 
instance of any endemic disease.

A comparison of regions in which diseases did or 
did not occur were made. Samples were kept in plastic 
vessels. Colorimetric measurements were carried out 
according to Standard Methods [32] and conducted in the 
Water Hygiene and Sanitation Laboratories of the National 
Medical Prophylactic Research Institute. 

Fluoride was analyzed following sodium fluoride 
transformation. In order to control interference during 
analyses, chlorine, sulfate, nitrate, and phosphate 
parameters were determined. In cases of high interference 
by these parameters, liquid samples were analyzed by 
colorimetric methods after a distillation process. For all 
other parameters, solutions were prepared according to 
Standard Methods.   

Support Vector Machine

SVM [33] is a tool that utilizes a statistical approach. 
SVM has been used successfully for pattern recognition 
and regression tasks [34]. SVM is formulized under the 
concept of the structural risk minimization rule (SRM) 
[35], which minimizes the possible upper margin error 
rate over all samples. It was originally designed for binary 
classification in order to construct an optimal hyperplane 
so that the margin of separation between a negative and 
positive data set will be maximized. Generally, SVM is 
used for a two-variable pattern classification problem. 
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Assume there is a hyperplane that separates positive 
and negative values from each other. That is, there exists a 
linear function of the form:

                             (1)

… such that for each training example xi, f (x) ≥ 0 for 
yi = +1 and f (x) < 0 for yi = –1. Thus

                     (2)

SVM finds a hyperplane that maximizes the separating 
margin between two classes. (Fig. 1). Mathematically, this 
hyperplane can be found by minimizing the following cost 
function:

                             (3)

Subject to separability constraints: 

    for    
or

    for                (4)

…where εi represents slack variables and εi ≥ 0 ∀i .
If εi > 1, then an error occurs. Therefore, a C 

regularization parameter has been added to increase the 
cost function. If the value of the C parameter is high, then 
more penalties will be given to errors.

Accordingly, the cost function in (3) can be modified 
as follows:

                         (5)
subject to

   and         (6)
 

In order to find a solution for the problem above, w 
and b values which minimize the Lagrange function below 
have to be calculated:

(7)

…where μi has been added to make εi positive and αi is the 
positive Lagrange multiplier. Lagrange multipliers αi are 
solved from the dual form of (7), which is expressed as

             (8)

and subject to 

 
and 

 
  
                (9)

One will notice that cost function LD is convex and 
quadratic in terms of the unknown parameters αi. In 
practice this problem is solved numerically through 
quadratic programming.

In the nonlinear case, SVM will not achieve sufficient 
or useful classification. Kernel approaches were developed 
to overcome this limitation with SVM. In nonlinear SVM, 
the input data set is converted into a high-dimensional 
linear feature space via equation (10), and the exponential 
radial basis function (ERBF) kernel is displayed in 
equation (11):

                      (10)

                      (11)

In our experiment, p = 2 (i.e., equivalent to a quadratic 
classifier), C = 200, and γ = 0.5. These values were 
selected via a trial-and-error approach. As a result, SVM 
can be expressed as follows:

             (12)

Parameters are found by maximizing the function below:

   (13)

…subject to (9).

 
Results

SVM Training and Model Selection

We have applied SVM in a fashion useful for predicting 
the presence or absence of endemic diseases for regions  

Fig. 1. Linear separation of hyperplanes for the separable case.
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of Azerbaijan. A total of 65 subjects were used for training 
and testing. We aimed to classify regions based on seven 
inputs (i.e., trace element concentrations). Outputs are 
represented by 0 (i.e., not an endemic disease region) 
or 1 (i.e., an endemic disease region). A 10-fold cross-
validation procedure was used for training and testing 
the SVM classifier under various model and parametric 
settings. Different k fold cross-validation results are 
provided in Table 1, where the best result for classification 
accuracy is obtained for k = 10. Therefore, a 10-fold cross 
validation procedure was chosen for this study.

We used the polynomial function kernel and the RBF 
kernel for training the SVM classifier. For these kernels 
we found that for the best selection of parameter values 
for an acceptable error level for this case use p = 2,  
C = 200, and γ = 0.5. 

Performance Evaluation

We have used four methods for performance 
evaluation of classification of regions. These are analysis 
of sensitivity, specificity, total classification accuracy, and 
confusion matrix. Total classification accuracy, sensitivity, 
and specificity are defined as [36]:
 – Total classification accuracy is the number of correct 

decisions / total number of cases.
 – Sensitivity is the number of true positive decisions / 

number of actual positive cases.
 – Specificity is the number of true negative decisions / 

number of actual negative cases.
Classification results from this study are also displayed 

using a confusion matrix. In a confusion matrix, each cell 
contains the raw number of exemplars classified for a 
corresponding combination of desired and actual network 
outputs. The confusion matrix is provided in Table 2. 

According to the confusion matrix results, seven out of 
19 subjects having endemic disease potential were classified 
incorrectly by the network as normal subjects. However, 
eight out of 56 of the normal subjects were classified 
incorrectly by the network as subjects having endemic 
disease potential. Finally, those subjects without and with 
endemic disease potential were classified correctly as 82.6 
and 63.15%, respectively. Total classification accuracy for 
the SVM for this case was determined to be 76.92%. 

Discussion

Literature reviews show that:
 – Trace elements play an important role in the functioning 

of normal physiological processes in human and 
animal organisms.

 – High or low regional trace element concentrations may 
provide appropriate conditions for the development of 
various endemic diseases.

 – The relationship among trace elements and also 
between each living organism and trace element is 
specific in nature.

 – Negative relationships between trace elements 
and organisms (failure of adaptation) result in the 
development of non-infectious somatic diseases 
(endemic goiter, caries, dental fluorosis, etc.).
By taking into consideration the relationship between 

humans and environmental factors, researchers have 
determined the daily trace element requirement met by the 
water and nutrients consumed by living things in regions 
free from endemic diseases such as biogeochemical states; 
i.e., regions with high trace element concentrations. 

The natural concentration of trace elements in 
water and soil changes according to the geological, 
geomorphological, and climatic characteristics of the 
region.  

In the present study, trace elements were measured 
in groundwater samples obtained across 10 regions of 
Azerbaijan and the level of fluorine was assessed and 
regions were investigated with the considered data 
obtained, and these regions were classified as either 
“endemic” or “non-endemic” using SVM.

Conclusion

Trace element concentrations in a region are related 
to geologic and environmental characteristics. However, 
in recent years due to industrialization and exponential 
human population growth, natural resources have 
become increasingly polluted in terms of quality and are 
decreasing in terms of quantity [37]. The results indicate 
that – depending on the natural characteristics and soil 
structure of a region – none of the fluoride concentrations 
in artesian waters exceeded the limits specified by the 
regulations. Regarding spring waters: mean fluoride 
levels in the Karabagh region exceeded the limit of  
“2.4 mg/l” specified in the regulations, while other element 

Number of k-fold 
cross-validation

Classification accuracy 
(%)

k = 5 70.76

k = 8 72.45

k = 10 76.92

k = 15 73.84

Table 1. Performance comparison using different k-fold cross-
validation values.

Table 2. Confusion matrix results using SVM.

Actual

Predicted

Results
(normal)

Results
(having endemic)

Correctly 
Predicted 

(%)

Results (normal) 38 8 82.6

Results 
(having endemic) 7 12 63.15
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concentrations did not exceed the specified limits. Results 
for well waters showed that, in various provinces of the 
Apsheron Peninsula, fluoride concentrations exceeded the 
“2.4 mg/l” maximum permissible value specified in the 
regulations. This is thought to result from the characteristics 
of the mineral water springs and the geological structure 
of the region as the Apsheron Peninsula – one of the 
regions with high fluoride concentration that is surrounded 
on three sides by the Caspian Sea. 

One result of this is that we are seeing an increase 
of trace elements present in natural waters, and tooth 
fluorosis diseases are observed in these regions. 
Therefore, we can conclude that SVM is a useful method 
for classifying regions with endemic disease potential 
based on concentrations of trace elements found present 
in groundwater for cases like this one.
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